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Introduction

Recent research on algorithms has focused on predictive and hyper-personal algorithms which aim to assess an individual’s psychometric attributes, such as personality, attitudes, and preferences (Gou, Zhou, & Yang, 2014; Warshaw et al., 2015). While the accuracy of these predictive algorithms is still unknown, users are increasingly becoming aware of these algorithms and their use in behavioral advertising (Rader & Gray, 2015; Ur et al., 2012).

Given this increased awareness, there has been some emerging research into people’s responses to algorithms, specifically what kinds of folk theories and assumptions they have for how they work (Devito, Gergle, & Birnholtz, 2017; Eslami et al., 2016; Gillespie, 2014; Rader & Gray, 2015). While some of these studies have examined how people react to a personality algorithms making predictions based on social media posts (Gou, Zhou, & Yang, 2014; Warshaw et al., 2015), these were recommendation programs created by researchers. This study builds on that work by examining a real world deployment of these technologies and how people respond to those profiles. This study focuses on Crystal Knows, a company that algorithmically generates personality profiles, often unbeknownst to an individual.

CrystalKnows

Founded in 2015, CrystalKnows claims to have the world’s largest personality platform. Without explicitly asking users, CrystalKnows automatically generates a personality profile for certain users through an algorithm that captures and sorts public data online. The profile includes a set of personality indicators as well as recommendations for how
to communicate and interact with this person (e.g., don't use lengthy formal language, etc.).

While recent work has broadened our understanding of people’s folk theories about algorithms (Eslami et al., 2016; Rader & Gray, 2015; Warshaw et al., 2015), this study builds on this line of research in important ways. First, much of the existing work has focused on people’s perceptions of algorithms in systems where people are actively contributing information. CrystalKnows is an algorithmically generated profile generated across platforms which users may not have knowingly or intentionally entered information. Second, while initial studies have found that people tend to trust algorithmic personality recommendations, they have also found that most perceive them as creepy, and worry about who has access to them (Warshaw et al., 2015). Unlike other algorithmic services that make declarative statements about personality, CrystalKnows goes further by actively making predictions and recommendations for how best to communicate with an individual. They also offer in-depth reports about how people might work together, and how a person (and groups of people) would perform under certain work environments.

Given the emerging creation of these profiles, this study asks the following research questions:

**RQ1)** *How do people perceive the accuracy of algorithmically generated profiles that were created without their prior knowledge?*

**RQ2)** *How do people rationalize their past online practices and sources of information that contribute to and enable the algorithmically generated profile?*

**RQ3)** *How do people perceive the appropriateness of communication recommendations that the algorithm makes about them?*

**Methods**

Participants were recruited at a university in the Midwest United States. We first asked for their permission to search their names in the CrystalKnows database. If they gave consent, we checked to see if their profiles existed on the site. Only participants who already had a pre-existing profile were invited to participate. They were given their CrystalKnows profile (Figure 1) to review before participating in a semi-structured interview. Interviews (N=31) were audio-recorded, transcribed and entered in the qualitative data analysis program Dedoose.
Findings

Folk Theories about Information Sources
Because CrystalKnows does not reveal how they obtain their data, participants constructed their own theories for where their profile information came from, based on the specific recommendations offered and their own speculation. Here there was a combination of fear of algorithms as all-knowing and some personal reflection about their social media presence that these algorithms are drawing from.

Rationalization about Recommendations

Many of the most interesting responses occurred when people were asked why they thought the algorithm produced a particular recommendation (e.g. include as much information as possible when messaging x person). Based on limited evidence, they would construct complex scenarios and volunteer personal practices or instances where they may have developed certain communicative habits to explain the accuracy of the algorithm, building on a theory of these algorithms as all encompassing.

Fear/Concern about Creation and Use of Algorithmic Profile

When asked about how they felt about the existence of this profile and certain entities using their information, many expressed concern. While with advertising, people could revel in the small mistakes that the algorithm made, these could become significant points of worry and potentially discrimination if used to determine hiring practices and team construction (e.g. X may become introverted in high-pressure environments).

Conclusion

While early work in folk theories of algorithms like the Personal Engagement theory (feed curation based on total interactions), Global Popularity theory (total number of likes/comments), and others are specific to social media newsfeeds (Eslami et al., 2016), CrystalKnows poses a different set of questions about individual psychometric algorithms, and these different responses build on our existing understanding of perceptions of algorithms.

Given their increasing use, there needs to be more work examining these algorithmic personality profiles and how people respond to algorithmic predictions about themselves without their consent (Warshaw et al., 2015). CrystalKnows is selling their profiles as a tool for advertising firms as well as companies making hiring decisions or forming teams. It is important to know what the algorithm produces, how people think they are generated, and whether they trust the system that makes these predictions.
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