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This paper explores societal expectations of artificial intelligence (AI) in the EU, the UK 
and Ireland over the past decade. It combines analysis of public documents and a 
small-scale public survey to identify key actors, mechanisms and discourses shaping 
societal expectations of AI and driving the focus on ethics and AI.  
 
LITERATURE REVIEW 
 
This study is informed by the sociology of expectations within science and technology 
studies (STS). Expectations are statements that say something about the future 
(Pollock and Williams, 2016, van Lente, 2012, Borup et al., 2006). Formal expectation 
mechanisms include foresight and research prioritisation exercises deployed by 
governments, consultancy firms and companies to rationalise future innovation 
investment. Informal expectations are “images, statements and prophecies” (van Lente 
2012:772) from experts and non-experts which circulate through social networks and 
the media. In the construction of expectations, different actors draw from, and add to, 
the repertoire of visions that shape the expectations around a technology and drive its 
innovation dynamic.  
 
Previous studies identify three ‘forces’ of expectations: raising attention and legitimising 
investment; coordinating networks of companies and research institutions; and 
providing heuristic guidance and direction to research and innovation (Van Lente 2012: 
773-774).  
 



Expectations are ‘performative’ in the sense that they may prompt certain social actions.  
Mackenzie (2008:17) distinguishes between two types of performativity: ‘generic’ 
performativity is when theoretical models, language or approaches are adopted but do 
not change things in practice, and ‘effective’ performativity is when the models, 
language or approaches make a difference in the real world.  
 
AI has had an undulating history of societal expectations and the current period can be 
viewed as a third period of growth in AI. As in each of the earlier cycles, it has a distinct 
technological trigger. This time the trigger is machine learning and big data.  
 
METHODOLOGICAL FRAMEWORK 
 
This study used a mixed methods approach: a thematic analysis of public documents to 
identify the key actors, formal and informal mechanisms shaping societal expectations 
of AI and a small-scale public survey to explore public expectations of AI and ethics.  
 
Using theoretical sampling we identified 41 documents on AI research and policy 
published by the EC or other actors in the UK and Ireland since 2011. This sample 
included 7 types of actors: international consultancies (e.g. McKinsey); public agencies; 
academic and expert reports; public surveys; professional associations (e.g. IEEE) and 
media statements by workers and whistle-blowers. A full list of the documents is 
available here.  
 
A face to face administered survey of 164 individuals visiting a science gallery provided 
an opportunity to explore expectations of AI and ethical AI amongst a sub-section of the 
public. Respondents came from 25 different countries with diverse occupational 
backgrounds. More than half felt that they had some or good levels of familiarity with AI.  
 
FINDINGS  
 
Our analysis identified a range of positive and negative expectations of AI and the 
emergence of a discourse on ethics and AI since 2016.  
 
The document analysis identified a narrow range of positive expectations including ‘cost 
reductions’ and increased ‘efficiency’ from AI innovations in services across formal 
consultancy, expert and government reports. A small number of international 
consultancies were influential in shaping core definitions and concepts. We also 
identified negative expectations of AI issued by whistle-blowers, the media and public 
surveys. These documents focussed on dataveillance, data misuse and the working 
conditions of content and community moderators. By 2016 formal public and 
professional reports directly addressed negative expectations of AI, and included efforts 
to develop ethical guidelines founded on European values and research on ethical AI. 
Most offered little operational detail.  
 
Significantly, the survey respondents’ expectations appeared to be shaped more by 
informal mechanisms including media stories and films rather than by formal 
mechanisms or everyday experience of using AI systems. They viewed automation and 
efficiency as both the top negative and positive aspects of AI. AI was viewed positively 



when it could be used to help or serve humans, but negatively when control was ceded 
to it. They were concerned with large scale societal impacts (e.g. job losses, 
dehumanisation and inequality) rather than everyday questions. Further, respondents 
had difficulty conceptualising abstract ethical principles and values. They ranked 
privacy, transparency, safety and security as top ethical concerns but these issues 
varied by domain. They believed that it was possible to design ethical AI, but that both 
public and private actors should be responsible and accountable for negative AI 
impacts.  
 
DISCUSSION 
 
The sociology of expectations helps to identify the range of actors attempting to shape 
our expectations and the direction of AI innovation. There is currently a divergence 
between expectations of AI and current practices in its application. Formal public and 
private sector documents are used to justify significant investment in AI, but they say 
little about the practical technical, social and ethical challenges faced in different 
contexts. The emergence of a significant discourse on ethics and AI in 2016 appears to 
be a response to high-profile stories about the misapplication and misuse of AI. 
 
Our findings point to shared societal expectations that we can design ethical AI (or a 
European approach to AI) and that developers (especially academic ones) will behave 
ethically. However, ethics and AI is challenging. Ethical issues are difficult to address in 
practice, they can vary from domain to domain, these is uncertainty about who should 
provide oversight, and it is unclear how to enforce accountability for negative impacts. If 
our scientifically literate or interested members of the public have difficulty grasping 
abstract ethical issues, we need to carefully consider how workers and the public will 
fare when tasked with designing, deploying and using these systems. 
 
Societal expectations that we can create ‘ethical AI’ currently acts as a generic 
discourse for reassuring investors, governments and users. It is crucial that we move 
beyond this to effective solutions to specific challenges, including how data is used by 
AI systems, the conditions under which human workers develop and deploy AI, and the 
differentials impacts of AI systems on users.  
 
The gap between societal expectations of ethical AI in discourse and its practical 
development will remain until we accept the limitations of AI in complex social contexts 
and recognise that non-technological solutions, such as robust governance 
mechanisms and empowered human workers, are required to make AI work ethically. 
The latter is as much a social and regulatory question as an ethical one. A full paper is 
available in Big Data and Society.  
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